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When a subject characteristic substantially modifies the effect of a treatment or 
other intervention in a controlled trial, precision of the estimate of the treatment 
effect is improved by allocating subjects to control and treatment groups in a 
manner aimed at minimizing the differences between population and group 
means of the characteristic. The usual approach of randomized allocation pro-
duces substantial differences from the population mean and between group 
means on average with <25 and <50 subjects per group respectively. The 
spreadsheets accompanying this article provide a more effective alternative to 
randomization with such sample sizes in up to five treatment groups. The 
spreadsheets are based on sequential allocation that minimizes standardized 
differences between the means of the developing groups.  One spreadsheet is 
designed for use when the characteristics of all subjects are known before 
allocation; it gives primary importance to minimizing differences between the 
means of one characteristic (usually the baseline values of the dependent vari-
able), while up to five other characteristics are given equal secondary impor-
tance. The other spreadsheet allocates subjects as they are recruited, giving 
equal importance to all characteristics. In simulations the spreadsheets on 
average outperform randomized allocation, especially for mean differences 
between groups and for allocation after recruitment. Improvement in the preci-
sion of estimation of a treatment effect following minimized allocation will be 
implicit but the calculated confidence interval for the effect will not be narrower 
unless either the subject characteristics are included as covariates in the 
analysis and/or the clustering of observations created by allocation after re-
cruitment is taken into account as repeated measurements. KEYWORDS: 
intervention, minimization, randomized, RCT, research design, sample size. 
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When practicable, the controlled trial is the 

best design to establish the efficacy of treat-
ments or other interventions and the direction of 
causality between inter-related variables 
(Hopkins, 2008).  The superiority over other 
designs arises from having a treatment or inter-
vention group and a control or other reference 
group that differ ideally in only one respect, the 
applied treatment.  The difference between the 
effects in the two groups is therefore the pure 
effect of the treatment.  

Randomization was long considered the best 
way to allocate subjects to the treatment and 
control groups, but it is now apparent that non-
random allocation aimed specifically at mini-
mizing differences in group means of subject 
characteristics is superior (Scott et al., 2002). 
Software is available for such allocation in the 

kind of clinical trial where each subject is allo-
cated immediately on recruitment (e.g., Evans 
et al., 2004). However, many clinical and non-
clinical trials offer the opportunity to enhance 
minimization by allocation after all subjects 
have been recruited, and I have been unable to 
find software for this approach.   In this article I 
explain the basis of randomization and minimi-
zation, I explain why subject characteristics 
should be included in the analysis as covariates 
regardless of the method of allocation, and I 
provide spreadsheets for allocation based on 
minimization during and after subject recruit-
ment. 

In a randomized controlled trial subjects are 
allocated to groups in a random fashion, with 
the aim of making each group sample represen-
tative of the population. When this aim is ful-
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filled, the effect of the treatment in each group 
can be assumed to apply to the population gen-
erally, apart from the usual sampling uncer-
tainty that is dealt with using confidence limits 
or other inferential statistics. One way in which 
the aim is not fulfilled occurs when the mean 
value of a subject characteristic in a group dif-
fers from the population mean (e.g., the group 
is heavier than the population average).  If the 
effect of the treatment depends on the subject 
characteristic (e.g., greater reduction in blood 
cholesterol in heavier overweight subjects), the 
mean effect of the treatment in the group will 
differ substantially from the mean effect in the 
population. The resulting error in the estimate 
of the effect of the treatment depends on what 
happens in the comparison group. 

At one extreme, the subject characteristic has 
no effect on the reference treatment (e.g., Fig-
ure 1), a possible scenario when the reference 
treatment is an ineffective placebo or low-dose 
treatment.  The inaccuracy in the estimate of the 
effect will therefore depend only on the differ-
ence between the population and active-
treatment means of the characteristic.  With 
randomized allocation the typical difference 
between these means is the standard error of the 
active-treatment mean, SD/√n, where SD is the 
standard deviation of the characteristic in the 

population and n is the group sample size.  In 
standardized units, the typical difference is 
therefore simply 1/√n. When n is <25, the 
standardized difference between the sample and 
population means is therefore typically >0.20, 
the widely accepted default for smallest impor-
tant differences. I will discuss shortly whether 
this difference will have a substantial effect on 
the outcome. Meanwhile consider the typical 
difference between the means with allocation 
by minimization (not shown in the figure).  If 
minimization is perfect, there is no difference 
between the group means of the subject charac-
teristic, so the typical difference of a group 
mean from the population mean is given by the 
standard error of the mean of a sample of size 
2n with two groups, 3n with three groups, and 
so on.  Thus, the standardized difference be-
tween a group mean and the population mean is 
substantial only when the sample size in each 
group is <25/2 with two groups, <25/3 with 
three groups, and so on.  Minimization clearly 
allows for smaller sample sizes but does not 
eliminate the error arising from the sample 
mean being different from the population mean. 

Now consider the outcome at another ex-
treme, when the subject characteristic has the 
same effect on the active and comparison 
treatments (e.g., Figure 2), a possible scenario 
when two active treatments are compared. With 
randomization the inaccuracy depends on the Figure 1. Simulated data for a randomized controlled trial 

of the effect of exercise on blood cholesterol, with an 
inactive control group and an active experimental group in 
which there is a greater effect of exercise with heavier 
subjects.  Sampling variation produced a mean body mass 
in the exercise group greater than the true mean.  This 
difference conspired with the effect of body mass to make 
an error in the effect of exercise on cholesterol.  
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Figure 2. Simulated data for a randomized controlled trial 
of the effect of two types of exercise on blood cholesterol. 
The true effects were the same in both groups, but the 
effect of body mass conspired with sampling differences in 
the mean body mass to make an error in the comparison 
of the effects of the two types of exercise on cholesterol. 
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typical difference in the means of the two 
groups, which is therefore √2.SD/√n (because 
the groups are independent and each has the 
same standard error of the mean, SD/√n). The 
standardized difference is therefore √(2/n), 
which is >0.20 when n is <50. Perfect minimi-
zation, on the other hand, results in no differ-
ence between the means and therefore com-
pletely eliminates the effect of the subject char-
acteristic (not shown in the figure). 

Some controlled trials are more susceptible 
than others to errors arising from different 
group means of subject characteristics.  The 
worst design in this respect is the post-only 
parallel groups, where the dependent variable is 
measured once only, after the treatment. This 
kind of design is required if the outcome is a 
new event (e.g., illness, death) or a count of 
new events (e.g., injuries, wins), although it can 
also be used for continuous dependent vari-
ables–see the article on a controlled-trial deci-
sion tree for more (Batterham and Hopkins, 
2005a).  It is not unusual to have a substantial 
correlation between a characteristic and the 
dependent variable, and this correlation multi-
plied by the standardized group mean differ-
ence becomes the error in the treatment effect 
(because Y/SDY = r.X/SDX, where Y is the 
dependent variable, X is the subject characteris-
tic, and r is the correlation coefficient). This 
kind of design ideally requires hundreds of 
subjects, which automatically reduces the im-
pact of subject characteristics to a trivial level 
when allocation is by randomization. Minimiza-
tion is nevertheless advisable, especially if the 
analysis involves comparisons of subgroups 
with less than the optimal numbers of subjects.   

In the more common pre-post parallel-
groups design (the kind exemplified by the data 
in Figures 1 and 2), there has to be a suffi-
ciently large correlation between the character-
istic and the change score of the dependent 
variable for the error to be appreciable. Such 
correlations are likely to be less frequent than 
those between the characteristic and the raw 
score of the dependent, but in general there is 
no way of knowing at the design stage whether 
there is such a correlation. Minimization is 
therefore still advisable.   

The controlled trials with the smallest errors 
arising from group-mean subject characteristics 
are crossovers, because there would have to be 
an interaction between the subject characteristic 

and any order effect in the efficacy of the 
treatment.  On the other hand, sample sizes with 
a post-only crossover can be much smaller than 
those in the pre-post parallel-groups design 
(down to one quarter as many), so the differ-
ences between group means will be typically 
greater.  Once again, minimization when allo-
cating subjects to groups (here, those defined 
by the order of treatments) is a sensible precau-
tion. 

I have used the term error and avoided bias 
thus far when referring to the effect of imbal-
ance in subject characteristics on a treatment 
effect.  Bias would be appropriate if the effect 
turned up on average as an over-estimate or 
under-estimate, but differences in group means 
of subject characteristics arising from random 
allocation of subjects must be zero on average;  
the error arising from differences in group 
means therefore must also be zero on average.  
In other words, subject characteristics may 
modify the effect of a treatment, but if you 
haven't measured them, they can't be said to 
bias the outcome.  Once a subject characteristic 
is measured and found to have different group 
mean values, it is perhaps acceptable to state 
that the particular effect of the treatment you 
observed could be biased by the particular dif-
ference in the means of the subject characteris-
tic.  You could also state that the effect of the 
treatment could be confounded by the charac-
teristic, but arguably bias and confounding 
should be used when a method of subject allo-
cation produces only consistent differences in 
group means. 

A more important technical point relates to 
inferences about differences in group-mean 
characteristics.  As I pointed out in my article 
on controlled trials (Hopkins, 2006), the impact 
of the difference you observe is what matters, 
and it does not make sense to calculate the con-
fidence interval or p value for the differences.  
Evaluate the magnitude of the difference using 
standardization, but do not assert whether the 
difference is clear or statistically significant. 

While it should now be obvious that minimi-
zation of differences in group means of charac-
teristics can result in better precision in the 
estimate of a treatment effect, it is less obvious 
that the calculated width of the confidence in-
terval is on average the same as that with ran-
domization when the analysis does not account 
for the differences in means.  Decisions about 
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the clinical, practical, mechanistic or statistical 
significance of an effect are based on the width 
of the confidence interval or on the underlying 
probability distribution of the true value of the 
effect (Batterham and Hopkins, 2005b; Hop-
kins, 2007a), so better precision with minimiza-
tion has to be apparent as a narrower confi-
dence interval for minimization to be worth the 
effort.     

One way to take the effect of subject charac-
teristics into account is to include them as 
covariates in the analysis.  Without minimiza-
tion, inclusion of a covariate adjusts away the 
error arising from differences in the means (or 
in the case of the outcome in Figure 1, the 
analysis reduces the effect of the difference 
between the group and population means). In-
clusion of a covariate also improves precision 
by accounting for the otherwise unexplained 
variance associated with the covariate. With 
minimization there is the same gain in precision 
from accounting for unexplained variance, but 
because there is little or no difference in group 
means, the adjustment for the difference in-
volves little or no extrapolation with the linear 
covariate term. Precision is therefore overtly a 
little better following adjustment with minimi-
zation than with randomization; more impor-
tantly, the adjusted estimate is less sensitive to 
violation of the assumption of linearity of the 
effect of the covariate.   

Another way to account for minimization in 
the analysis is available when assignment is 
performed after all subjects have been recruited.  
The spreadsheet I have devised for such as-
signment gives primary importance to minimiz-
ing differences between the means of one char-
acteristic, first by ranking the subjects on this 
characteristic, then by assigning each subject in 
a cluster of contiguous subjects to each group.  
This process effectively makes each cluster of 
values into those of a single subject (the cluster) 
with repeated measurement (the values with the 
different treatments within the cluster).  An 
analysis that takes this extra level of repeated 
measurement into account produces narrower 
confidence intervals than the usual analysis: in 
essence, the confidence interval for the differ-
ence in the effect of the treatment between 
groups should be based on the paired t statistic 
rather than the unpaired t statistic.  My spread-
sheet for analysis of pre-post crossovers 
(Hopkins, 2006) will perform such compari-

sons, as will appropriate mixed modeling and 
repeated-measures ANOVA.   

In pre-post parallel-groups studies with as-
signment after recruitment, the most important 
characteristic to minimize should almost in-
variably be the baseline value of the dependent 
variable. If the random error in this variable is 
an appreciable proportion of between subject 
differences (that is, the variable has moderate to 
low reliability), the baseline values have a sub-
stantial artifactual negative correlation with the 
change scores known as regression to the mean. 
Minimizing this characteristic eliminates the 
error arising from regression to the mean; ana-
lyzing with the paired t statistic or a mixed 
model reveals the narrower confidence interval; 
and including the baseline value as a covariate 
reveals any real effect of the baseline on the 
effect on the treatment.  The gain in precision 
depends on the error of measurement relative to 
the true (error-free) between-subject SD at 
baseline: if the error is large (i.e., the dependent 
variable is very unreliable), the confidence 
interval is narrower by a factor of 1/√2 (=0.71); 
if the error is small, there is no gain in preci-
sion.  I performed simulations analyzed with 
mixed modeling in a SAS program to check 
these assertions in the special case of a depend-
ent variable with no real differences between 
subjects in the baseline test (which gives the 
most regression to the mean) and with minimi-
zation of the baseline means in two groups. 
Analysis of the Type 0 error for the eight dif-
ferent kinds of analysis showed that the confi-
dence intervals were either accurate, a little 
conservative (too wide), or very conservative 
(in the case of minimization followed by analy-
sis without pairing or adjusting). I got similar 
results with simulations using a spreadsheet to 
generate the data and my controlled-trial 
spreadsheets for the analyses, although I did 
find that the pre-post crossover spreadsheet 
produced confidence intervals that were too 
narrow in the case of minimized groups with 
the baseline included as a covariate.  I presume 
this result indicates a failure of least-squares 
estimation but not restricted maximum likeli-
hood (the basis of mixed modeling) in this spe-
cial case, arising from violation of the assump-
tion of independence.  See below for links to 
the SAS simulations and to the spreadsheet 
simulations. 

Finally, some details on how my minimiza-
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tion spreadsheets work... I have already men-
tioned that I use the rank of the most important 
subject characteristic as the basis of the 
spreadsheet for allocation after all subjects have 
been recruited.  The ranking is achieved using 
the Sort operation in Excel.  The spreadsheet 
prompts the user to assign each subject within a 
cluster to the group that minimizes standardized 
differences between the means of the develop-
ing groups.  Assignment of a cluster of subjects 
alternates between each end of the sorted list of 
subjects and gradually moves towards the cen-
ter, a strategy I found to be more effective than 
assigning progressively from one end of the 
sorted data.  The spreadsheet minimizes means 
of up to six numeric characteristics in up to five 
groups.  Nominal characteristics representing 
sex (male vs female) or the presence or absence 
of a characteristic (e.g., sedentary vs active) are 
coded as 0 or 1, and for the purpose of minimiz-
ing standardized differences these characteris-
tics are treated as if they are continuous.  
Nominal variables with three or more levels 
(e.g., SPORT with levels cycle, run, swim) need 
to be coded using two or more of the six vari-
ables as binary variables. The method is ex-
plained in the spreadsheets.  Note that if estima-
tion of the effects for each sex or for each level 
of the nominal variable is a priority, it is prefer-
able to pre-sort subjects by sex or by the levels 
of the nominal variable, then perform separate 
assignments for each sex or level.   

The spreadsheet for assigning subjects as 
they are recruited also works by minimizing 
standardized differences, but ranking by any 
characteristic is, of course, impossible; thus all 
characteristics are given equal importance. To 
give one characteristic (e.g., baseline values of 
the dependent variable) twice as much impor-
tance as the other characteristics, include its 
values as two variables with identical values.  

Other minimization software is based on di-
chotomizing each characteristic (e.g., age be-
comes young and old) and then assigning each 
subject to the group with the smallest total of 
characteristics that are the same as the subject's 
characteristics. For more details see Altman and 
Bland (2005). My method is superior in princi-
ple, especially when covariates are analyzed as 
continuous variables, but I suspect that any 
differences in outcome between the various 
methods will be trivial. 

Each spreadsheet includes a panel that simu-

lates values of subject characteristics to help the 
user to learn how to use the spreadsheet and to 
allow me to check that it performed adequately, 
which I have done with various sample sizes, 
numbers of characteristics and numbers of sub-
jects (see below).  Sampling variation occasion-
ally results in standardized differences between 
means that are larger than those expected by 
chance with randomization (values for which 
are shown in the summary spreadsheet), but on 
average the differences are about half those 
expected with randomization.  With allocation 
after recruitment the most important character-
istic is particularly well minimized.  

In his review of this article, Alan Batterham 
mentioned that the minim software program 
allows for minimization with unequal propor-
tions of subjects in each group.  He pointed out 
to me that researchers might opt for a relatively 
smaller proportion in a group with an aversive 
treatment, even though to maintain precision an 
overall larger sample size is required.  Simi-
larly, researchers might opt for a larger propor-
tion in a group with a potentially beneficial 
treatment, if subjects are reluctant to volunteer 
with only a 50/50 chance of receiving that treat-
ment.  A simple way to achieve proportions of 
2:1, 3:1, 4:1 and 3:2 with my spreadsheets is to 
assign subjects to more than two groups then 
merge two or more groups. 

Acknowledgments. Dan Becque and Emma 
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the article. 

 
Reviewer's Commentary 
 
Spreadsheets for Minimization 

MinimizeMeansAfterRecruit.xls: use when 
allocating subjects to groups after recruiting all 
subjects (or all subjects in each cohort).  

MinimizeMeansAsRecruit.xls: use when allo-
cating each subject to a group for treatment as 
soon as the subject is recruited. 
 
Other Files 

Spreadsheet to generate data in Figures 1 and 2: 
a slightly modified version of a spreadsheet 
in the article on understanding stats via simu-
lations (Hopkins, 2007b). 

Spreadsheet of results of simulations: to check 
effectiveness of the minimization spread-
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sheets.  This zip file has the slightly modified 
versions of the minimization spreadsheets 
used to generate these data. 

SAS program and listing (Word docs): simula-
tions to check outcomes of various kinds of 
analysis with random assignment and with 
assignment after recruitment to minimize the 
baseline means of the dependent variable in a 
pre-post parallel groups controlled trial. 

Spreadsheet simulations (zip file): similar to the 
above SAS program and listing.  The master 
file is GenerateAndAssignSubjects.xls.  This 
file links to the controlled-trial spreadsheets, 
which you should open first but not modify. 
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